
   

Overview 

This study deals with presenting and estimating different oil price forecasting models. We consider some traditional 
time series models, such as random walk, autoregressive (AR), moving average (MA), and autoregressiove 
integrated moving average (ARIMA) to forecast oil prices. The previous models are augmented by including factors 
or components resulting from the data reduction process and summarizing the information contained in 128 
variables of the Federal Reserve Economic Data. To this end, we employ two data reduction techniques: principal 
component analysis and partial least squares analysis. In the former, we extract the most critical components without 
using the oil price variable. In partial least squares, we extract the components factors using the 128 economic 
indicators and the oil price.  

Methods 

We present the different models that describe the process of oil price forecasting. First, I describe the linear time 
series models, including the random walk, autoregressive (AR), moving average (MA), and autoregressive 
integrated moving average (ARIMA) to forecast oil prices. The study considers using principal component analysis 
(PCA) and partial least squares (PLS) to extract factors to be used in addition to the ARIMA process (ARIMAX).  

Results 
The results in table 4.9 indicate that the coefficient for MA(1) and factor 5 and 6 labeled as employment and 
exchange rates are statistically significant at 1% level, while MA(2) and factor 7, labeled as inflation factor are 
statistically significant at 5% level of significance. Employment and inflation factors have a positive and statistically 
significant impact on oil price. However, the exchange rates factor has a negative and statistically significant impact 
on oil price. Factors 1, 4, 8, and 10 have a negative and statistically insignificant impact on oil price. Compare to 
RW, AR(2), MA(1), ARIMA(0,1,1), partial least squares provide the lowest volatility value of 1.78, the lowest AIC 
1884.14, and the highest log likelihood of -929.07 among all previous models that we estimated except PCA, where 
PCA provide the same volatility value of 1.7 and the highest log likelihood of -928.5. Regarding to the magnitude of 
coefficients, the MA(1) has greater impact on oil price compared to all PLS factors. 
Our sample period is from March 1959 to November 2019, while the out-of-sample assessment period starts from 
December 2004. table 4.12 compares the forecasting performance for all the forecasting models, the lower error 
indicates a more accurate prediction. Forecasts based on Arima with PLS and PCA factors can be considered more 
accurate than the forecast based on the benchmark model as well as plain Arima. However, PLS model with 10 
factors provide significantly better predictions and outperforming the PCA regression with 11 factors. Therefore, 
PLS can select the effective predic tors from a large set of indicators and demonstrate strong out-of-sample 
predictive power relative to PCA. 
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Conclusions 

In this study, we construct different oil prices forecasting models and estimate them with 128 monthly indicators 
that tell a complex macroeconomic story of the US economy from 1959 to 2020. This study deals with presenting 
and estimating different oil price forecasting models. The study divides the forecasting models into linear and factor 
models.  
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