
   
 

Overview 

This research is focused on applying various forecasting econometric models to crude oil spot prices. In 

particular, the applied models are those able to deal with variable (feature) selection issues. For instance, the novel 

approach to symbolic regression with Bayesian symbolic trees (instead of conventionally used genetic programming 

methods) is examined (Jin et al., 2019; Koza, 1992). Indeed, numerous studies report that there can be numerous 

important crude oil price drivers. Moreover, in different time periods different drivers can play the main role. In 

particular, suppy and demand factors, stocks quotas, stock market indices, a market stress index, interest rates, the 

Kilian global economic activity index and exchange rates are used as potentially important oil price drivers 

(Manickavasagam, 2020; Su et al., 2020; Miao et al, 2017). Monthly data beginning in 1989 and ending in 2021 are 

used. Several models dealing with variable uncertainty are estimated: LASSO, RIDGE, elastic net, least-angle 

regression, Dynamic Model Averaging, Bayesian Model Averaging, etc. Additionally, time-varying parameters 

regression, ARIMA and no-change forecasts are estimated. Forecasts accuracies are measured by Root Mean Square 

Error, Mean Absolute Error and Mean Absolute Scaled Error (Hyndman and Koehler, 2006). Forecasts performance 

is additionally examined with the Diebold-Mariano test (Diebold and Mariano, 1995) and the Model Confidence Set 

testing procedure (Hansen et al., 2011). There is a strong evidence in favour of treating Dynamic Model Averaging 

and ARIMA as superior forecasting models. However, the novel Bayesian version of symbolic regression generates 

at least not less accurate forecasts than those generated by the other models.   

Methods 

Monthly data beginning in 1989 and ending in 2021 are analysed. Oil spot prices are measured separately by 

WTI, Brent and Dubai prices for robustness of the results. The possible oil price drivers considered are: the world 

production of crude oil including lead condensate, OECD refined petroleum products consumption, U.S. ending 

stocks excluding Strategic Petroleum Reserves of crude oil and petroleum products, MSCI World stock market 

index for developed markets, VXO index, Kilian index of global economic activity and real narrow effective 

exchange rate for U.S. The index of Chinese stock market is constructed by glueing Hang Seng and SSE Composite 

index in December 1991 (CBOE, 2021; EIA, 2021; FRED, 2021; MSCI, 2021; Stooq, 2021; The World Bank, 2021; 

Kilian, 2009). The usual transformations of time-series before inserting them into the models are performed. In 

particular: logarithmic 1st differences, logarithmic 12th differences and standardization. Means and standard 

deviations for standardization are computed on the basis of the first 100 observations in order to omit the forward 

looking bias in forecasting. However, forecasts accuracies and testing procedures are performed after backward 

transformions from differences to raw time-series levels. Except the quite well explored models, like, penalized 

regressions and certain Bayesian model combination schemes, the novel method, i.e., Bayesian symbolic regression, 

is more deeply analysed. The original method is improved with some model averaging schemes (Steel, 2020; Wang 

et al., 2017). The very simple set of operators is considered for symbolic regression, because the aim is stressed on 

variable uncertainty over model uncertainty (simple functions are ad hoc preferred herein). All of the obtained 

forecasts are compared between themselves with the Model Confidence Set testing procedure. Several models are 

estimated: symbolic regression with genetic programming, symbolic regression with Bayesian symbolic trees, 

LASSO, RIDGE, elastic net, least-angle regression, Dynamic Model Averaging, Bayesian Model Averaging, time-

varying parameters regression, ARIMA and no-change method (Jin, 2021; Stephens, 2021; Gramacy, 2019; 

Onorante and Raftery, 2016; Hastie and Efron, 2013; Friedman et al., 2010; Raftery et al., 2010; Hyndman and 

Khandakar, 2008). Some of these models are improved and modified by implementing certain model combination 

schemes (averaging and selection ones). Forecasts accuracies are measured by Root Mean Square Error, Mean 

Absolute Error and Mean Absolute Scaled Error. Forecasts performance is tested with the Diebold-Mariano test and 

the Model Confidence Set procedure. Analysis with the Diebold-Mariano test is improved by the Giacomini-Rossi 

fluctuation test (Giacomini and Rossi, 2010).  

Results 

Dynamic Model Averaging and ARIMA models are the superior models in a sense of forecast accuracy 

according to the Model Confidence Set. The Diebold-Mariano test confirms that forcasts generated by Dynamic 
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Model Averaging are statistically significantly more accurate than forecasts generated by the other models. 

Nevertheless, forecasts generated by symbolic regression with Bayesian symbolic trees are at least not less accurate 

than the ones generated by the competing models. Performing recursive computations (expanding in-sample period) 

tentds to slightly improve forecast accuracy comparing with fixed estimations.  

Conclusions 

The newly proposed symbolic regression with Bayesian symbolic trees has a good forecasting potential. 

However, (also quite a novel) Dynamic Model Averaging happens to be the most accurate forecasting method. 

Indeed, this method has recently gain a very high interest from researchers and pracitioners (Nonejad, 2021). 

Neverthelss, this research still can be deepened and explored more thoroughly.  
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