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Overview
The increasing importance of governmental regulation in strategic sectors of the economy, particularly those related with energy, inevitably means that regulatory actions affect the competitive market and could provide a barrier to the market´s ability to provide adequate security. Governmental regulation introduces events of risks (due to arbitrary decisions) “regulatory failures” in the regulatory system, besides increasing global risk level in the long term. Investors in energy companies (regulated or not) need an objective tool to measure the corresponding risk introduced by such regulations, what is called regulatory risk. In addition of market risk the energy regulatory system (set of laws and energy regulatory institutions) increases the risk of energy companies. If the energy companies provide regulated activities, such as transmission or distribution of gas and electricity, this risk is even greater. Regulated companies need an objective measure of such risk in order to take their investment decisions on infrastructures, that are the guarantee of reliability and security of supply. In this paper we make use of Information Theory in order to estimate the regulatory risk and to evaluate risk events. Our approach is based on measurements of stock prices. The results will be presented in the paper. We hypothesize that entropy and related mesures based on Information Theory deserve a more indepth analysis in order to understand their usefulness in economics, particularly in risk definition and evaluation.
Methods
There are different and somehow ambiguous meanings of risk. Risk and uncertainty are associated with imperfect knowledge. However the use of risk is reserved for situations where we can assess or “measure” uncertainties. Financial risk is often associated with variability either worse or better than expected return.

The variance (or standard deviation) were traditional risk measures. Both calculate the dispersion of a random variable (continuous or discrete). A higher dispersion is associated with greater risk. However the use of variance as a measure of risk has a fundamental problem: two different probability distributions (or probability density distributions in the case of continuous random variables) can have the same variance, even they are very different. For this reason several authors have investigated the use of alternative measures of risks that potentially capture more detailed information about the properties of distributions. 

Information Theory, IT, as defined by Shannon (1948), plays a fundamental role in the communication theory. Although the popular use of the term information (or uncertainty) is broadly understood, it is elusive to define. However, information has a precise meaning for the information theorists. This relevant fact suggest the use of IT concepts in economics.

IT has strong relationship with fundamental physics sciences. Initially was related with statistical mechanics and now with virtually all fundamental branches of physics, from classical mechanics to quantum mechanics. We hypothesize that IT will play a more important role in economics.

Information Theory deals with three basic concepts: the measure of information, the capacity of a communication channel to transfer information, and coding as a means of utilizing channels at full capacity. We are more interested in the measure of information. The information we gain after observing a symbol of a discrete source is equal to the uncertainty (risk) we have before observing it. The average of information per symbol of a discrete source is known as the entropy of the source.

The main goal of this paper is to evaluate the entropy of a discrete source as a measure of risk. The input data will be the daily stock prices of different energy companies (with regulated activities in the gas and electrical sector) during several years. From these data we calculate the daily returns. Then, the daily returns are quantized in order to approximate the continuous value time series by a discrete value time series. If the quantized error is low enough the discrete amplitude time series is a good approximation of the continuous one. The discrete amplitude approximation of the continuous series allows modeling the discrete daily stock prices as a discrete source. 

The variances of a continuous or discrete random variable are positive numbers as it is the entropy of a discrete source. The entropy of a continuous source (differential entropy) in some cases could be even negative. For this reason we consider more appropriate to use a discrete source model.

When we deal with long stock prices time series it is difficult to assume that the distribution of the returns is stationary. Very often the economic context changes during the observing interval. For this reason we introduce the short-time-varying entropy, STE, concept. In this case we evaluate the entropy using a time sliding window. This strategy increases the time resolution of the measures, but may compromise the estimator of the probability functions (since less data are available). However we found this strategy necessary since it is difficult to assume stationarity of time series over long time intervals, such as the data series used in this paper.

Results
In the paper we propose and demonstrate the utility of the following tools to analyse regulatory risk in energy companies:
· The transformation of a continuous source (daily rate of returns) into a discrete one in order to evaluate entropies (average of risks) using a discrete source model. We analyze the sensitivity of  the quantum step of the quantizer.

· An entropy based risk evaluation method for the comparison of different energy regulatory systems based on the stock prices of local energy companies- with regulated activities in gas and electric transmission business in their Countries, Transmission System Operators (TSOs).

· An entropy based “risk event” detection method to detect regulatory risk failures.

· Evaluation of the behavior of the proposed tools using real stock prices of energy companies. 

In all cases we present results based on stock prices evolution during several years.
Conclusions

In this paper we propose and evaluate a set of tools for risk measurement based on entropy, which fits the purpose. From the stock prices of energy regulated companies (Gas and Electricity TSOs) analysed, we evaluate their entropy. We compare the risk of Gas and Electricity TSOs companies under different regulatory systems in order to evaluate the influence of their governmental regulation. Results confirm the evidence of higher levels of risk due to the energy regulatory framework in those Countries where Governmental intervention is greater, though the impact is lower when the regulatory system is much more stable and has a longer tradition of predictability. We detect regulatory risk events. The proposed methods have the advantage of using the distribution functions (instead of using only partial information such as variances) and provide a conceptually clear evaluation of the elusive concept of risk. This methodology is capable of providing an objective comparison or benchmark between different regulatory systems by observing the stock prices evolution of the companies under such regulations.
References

Ash, R., (1965): Information Theory, Publishing House:  Wiley. New York.

Cover, T.M., Thomas, J.A., (1991). Elements of Information Theory, Publishing House: Wiley, New York.

Dionísio, A. D., Menezes, R., Mendes, A., (2005): “Uncertainty Analysis in Financial Markets: Can Entropy be a Solution?”, 10th Annual Workshop on Economic Heterogeneous Interacting Agents (WHEIA), University of Essex, UK.

Golan, A., (2002): “Information and Entropy Econometrics- Editor’s view”, Journal of Econometrics 107, pp. 1-15.

Shannon, C. E., (1948): “A mathematical Theory of Communication”, Bell System Technical Journal, vol. 27, pp. 379-423, 623-656.
Soofi, E. (1997): “Information Theoretic Regression Methods” , in Fomby, T. and Carter R. Hill (Editors), Advances in Econometrics-Applying Maximum Entropy to Econometric Problems vol. 12, Jai Press Inc., London.

