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Overview

In many commodity markets, new information  arrives infrequently and can lead to unexpectedly rapid changes – or jumps – in prices. Much of the early literature on modelling petroleum prices assumes the market price of crude oil follows a continuous stochastic process, which assumes smooth changes. This assumption leads to tractable models that typically facilitate closed form solutions, especially in the real options literature. However, it is argued that continuous stochastic processes are insufficient, failing to reproduce observed discontinouous price movements – a feature of particular importance in crude oil markets. In this study, we investigate the price path of oil across several data frequencies, while allowing for the potential presence of jumps. The discontinuous process is assumed to follow the mixed jump-diffusion process, similar to that of Merton (1976).  Also, it is possible that the potential ‘fat-tails’ in the distribution of returns, common  in financial data, may be driven by the sort of  volatility clustering associated with time-varying volatility methods. We investigate the generalized autoregressive conditional heteroskedastic (GARCH) framework to capture such volatility clustering. Allowing for the potential interaction of the GARCH and jump-diffusion  models, we then have four potential processes: continuous stochastic diffusion (PD), jump-diffuion (JD), continuous diffusion with GARCH (GPD), and jump diffusion with GARCH (GJD). The nested feature of the maximum likelihood framework allows for direct tests among the models utilizing the Likelihood ratio test. 
Of particular intrest is the empirical performance of the continuous model relative to the discontinuous model. We observe that the explicit modelling of discontinuities significantly improves the models’ fit. Accounting for jumps appears more important for higher-frequency data (daily, weekly) than for low frequency data (monthly). This implies the rate of temporal aggregation of a particular variable under study would significantly influence the modeler’s conclusion with regards to the best-fitting model. Additionallly, we find that the inclusion of time - varying volatility significantly improves the models’ fit, across all data frequencies, as well as calling into question the empirical relevance of jumps. 
Methods

The parameters describing the price path for the various stochastic processes, 
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, is estimated utilizing the maximum likelihood framework. The parametaer of the four models are estimated by maximizing the general long-likelihood function, with respect to the parameter space 
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. The pure diffusion model is estimated with the restrictions 
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, while the mixed jump-diffusion estimation can be estimated with the restriction 
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Results

The data for this study consist of the daily, weekly and monthly closing spot prices of West Texas Intermediate (WTI) crude oil, Brent crude oil and the 1-month futures price of WTI. A histogram of realized log price changes points to the existence of a significant number of large changes, apparent in the extremes of both tails, relative to the normal probability distribution. To examine the potential nonstationarity of  the data, the LM unit root test, which allows for structural breaks, is employed. Four combinations are considered, reflecting the potential for either one or two breaks, and either a linear or quadratic trend. In all four cases, the unit root hypothesis cannot be rejected, with the suggested break points corresponding to the beginning of strong upward trends in the one-break case, and geopolitical events and natural disasters in the two-break case. 

Results of the pure diffusion process, based upon monthly observations indicate that the drift parameter is not significantly different from zero, while the instantaneous rate of variance is statistically significant. When jumps are included, the instantaneous various noticeably decreases, while a large, significant jump variance is observed. The negative mean jump size is not significantly different from zero, while the probability of a jump is also not significant. The GARCH models, with both the pure and jump diffusion processes, provides statistically significant variance parameter estimates, yet the probability of a jump remains insignificant. The results of the weekly data are similar over most of the models. However, the JD terms are consistently and highly significant. Additionally, in the GJD model, the time between jumps increases relative to the JD model. This suggests that when one allows for time-varying volatility, some of the observations that were classified as jumps in the JD model are reclassified, which is reinforced by the  large estimate of the jump variance. The results of the daily data mirror the weekly estimates previously reported, though we note, the jump probability in the JD model is consistently significant at the 1% level. Overall, it is apparent that as the time between observations is increased, the variance of the returns increases, reflected in the larger instantaneous variance estimates as well as the estimated varianace of the jumps. This leads to a reduction in the magnitude and significance of the parameter estimates in the models containing jumps, indicated by the insignificance of the  probability of a jump occurring. As an explanation, we suggest that aggregation of data to the monthly level induces a loss of information, relative to the more frequent daily observations. The increased level of volatility would make it hard to observe a jump relative to a large continuous movement.   
Conclusions

The mixed jump-diffusion model is preferred to the pure diffusion  model as the probability of a jump occurring and the jump variance are consistenly significant, particularily at the higher data frequencies. The arrival of new information tends to lower oil prices on average. While including jumps is important, the results indicate that a model must allow for time-varying volatility, a result reinforced by the LR tests. Based on the results of the daily estimates, a model which includes both jumps and time-varying volatility seems to provide the  the most appealing results, with a high degree of significance across the jump and volatility parameter estimates. While intuitively this combined model seems the most appropriate, the result is not confirmed by the LR test. The sample period was also divided also divided into two subsamples ased on the results of the LM unit root test, which allowed for both a quadratic trend and endogensouly determined structural breaks. The relative performance of the four models was maintained in both the pre- and post- break periods. 

Of particular note, we find that the use of temporarly aggregated data can affect the choice or appropriate data generating mechanism. Converting dailiy data to a more aggregated form, be it weekly or monthly, causes a loss in the ability to ‘caputure’ jumps.  Such a finding suggests that the higher volatility observed in data, reflecting greater degress of aggregation, has a tendency to ‘wash out’ jump – that is such aggregation causes a reduction in power, which adversely impacts the ability to capture the discontinuous moves in oil prices. This interpretation has implication for the use of annual data, where typical results indicates that smoothly evolving stochasit processes perform well. Our findings suggest results may be induced by the aggregation of a discontinuous process.  
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