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Overview

Agencies and research institutions make an effort to frequently forecast energy-related quantities such as electricity and fuel demands, commodity prices, and specific energy consumption and production rates. Energy forecasts, like the Annual Energy Outlook by the EIA and the World Energy Outlook by the IEA, are important because they are often used as the basis for investment and policy decisions. As retrospective analysis of past energy projections have shown, such forecasts can mispredict with errors of up to 200%. A thorough treatment of uncertainty is essential for good decision-making. This work aims to establish methods for probabilistic projections that are suitable for the type of prediction models used by the EIA and IEA, while preserving their core forecasting process and being as quantitative as possible. 
Methods

We extend the method of empirical prediction intervals to partial-equilibrium models that are not stationary in time and therefore violate essential requirements of the known framework. The paper analyzes the scope and limitations of the method of empirical prediction intervals for the given data set by systematically investigating the mathematical assumptions for obtaining a well-calibrated prediction interval. We focus on assessing the stationarity of the forecast error distribution, finding the quantiles in a non-parametric fashion, and discussing bias. In the light of the inherent non-stationarity of forecasting errors, we propose a method to improve calibration of the predictive distribution. By using change-point analysis, we identify stationary intervals. Calibration can be improved by giving more weight to forecast errors in more recent stationary intervals.
Results

We find that error distributions do not follow a known probability density function, but require non-parametric quantile regression. Calibration and sharpness of prediction intervals are improved by identifying non-stationarity with change point analysis. The prediction intervals for the EIA and IEA forecasts often span a different range than captured by the institution’s scenario analysis. Moreover, we challenge the assumption that forecasts are systematically biased. 
Conclusions

Empirical prediction intervals by retrospective errors appear to be the most feasible method for finding probabilistic uncertainty for these types of forecasting processes. Energy forecast data introduce a number of limitations to the method that have to be considered with care in the process of creating the prediction interval. In this work we developed an approach that systematically reduces these limitations and makes the method suitable for energy forecasts. The paper entails specific guidance for institutions on how to construct and incorporate sound prediction intervals in future energy outlooks, but findings are also applicable to forecasts in other fields.
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