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Overview
Technological innovation activity is crucial for economic development and cost reduction in climate change mitigation. However two market failures, knowledge spillover and environmental externality, bring down the incentive for innovation in energy field, calling for the government to intervene with innovation and environment policies to address these issues. Patent data is one of the most widely used data sources to provide us insights and evidences on innovation activity and policy impact. However the quality of patents varies. Many scholars construct indexes of patent quality based on forward citations (cited by other patents). Data shows that patents are receiving citations even after 30 years since patent grant and there exist highly heterogeneous citation growth patterns among patents. As for the evaluation of innovation policies, we cannot wait until we observe all citations to understand the quality of innovation. Thus an analysis of forward citations to reveal patent’s inherent quality and citation evolution over time is essential for innovation research and policy evaluation that involve patent data.
To address these issues, we first investigate the characteristics in the citation growth pattern of patents. We assume the forward citations of a patent are affected by the following aspects: 1) the inherent value of patents. Innovations with significant scientific or technological discovery can attract more attention and lead to more follow-on researches. Patents with higher value should receive more citations. 2) Time. Most patents reach a citation peak after several years from their grant, when the knowledge in them is learned and integrated into later R&D activities by researchers. Then new knowledge emerges and replaces old one gradually, and the old patent would receive fewer citations. 3) Preferential attachment. The preferential attachment refers to the possibility that patents with more citations are more likely to be cited again. Patents with more citations have more appearances in the reference lists of other patents and are more likely to be found by patent applicants and examiners, and thus have a higher probability to be cited as references again. 

Methods
We model the citation growth as a reinforced Poisson process. The citation model starts from the following equation

,	(1)




where  is the rate of the patent d receiving a new citation at time t, λd is the inherent value of the patent,  is the sum of initial attractiveness m and number of existing citations i by time t, and is a time-dependent aging function describing the temporal change of impact of the patent. The log-normal distribution is selected as the aging function for patent citation. Assuming we observe a total of nd citations of a patent from its grant to time T, and each citation happens at. After derivation and estimating coefficients from observed data, the expected cumulative number of citations at time t is 

         ,	(2)


where  is the cumulative distribution function of. 
Eqn (2) is subject to the exponential dependency of λd, which leads to large uncertainty when the estimation of λd is influenced by small data size and over-fitting. To alleviate its impact, we introduce a conjugate prior for the distribution of λd among patents, which follows a gamma distribution

,	(3)
where α and β are coefficients for prior distribution and remain to be estimated from patents’ citation data.
With the prior, the expected citation growth function is integrated with the probability distribution function of λd and becomes

,	(4)

where. In this equation, there is no exponential dependency on a single coefficient and the knowledge from common α and β among patents can help us estimate the citation growth when we observe only a few citations of a patent. 	 
We estimate the coefficients by maximum likelihood estimation and the coefficients are numerically solved by quasi-Newton method. 

Results
[bookmark: _GoBack]We randomly select 500 patents granted in 1990 as our training dataset for the estimation of α and β. To verify the prediction ability of the model, we then select another 1000 patents in the same year and use their citation data within 10 years of grant as the training data for their coefficients in aging function. The citation growth in next 12 years are predicted. Several patent citation history examples are shown in Figure 1, with red stars representing the data used for training, blue triangles the actual subsequent citations, and cyan curve the estimated citation growth according to Eqn (4). The number of citations used for prediction is shown as the number of nd_train. We find that regardless of the number of citations available for coefficient estimation, the model gives a convincing prediction of long term citation growth. The model also shows better performance comparing to other prediction methods and prediction based on Eqn (2).
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	(a) nd_train=5
	(a) nd_train=12
	(c) nd_train=28


[bookmark: _Ref419756942]Figure 1 Examples of patent citation prediction
Conclusions 
We propose a patent citation model for assessing the quality of patent and innovation based on a reinforced Poisson process. This model starts with three driving forces in patent citation: the inherent value of patent, a time-dependent aging function, and the preferential attachment. It also introduces a prior distribution for the inherent value of patent to address large uncertainty caused by over-fitting and help us control the prediction when available data is limited. We validate our model with historical patent citation data and reveal the inherent quality of patent from different citation growth patterns. We also show the prediction advantages of our method over other prediction methods.
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