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Overview

As data production has grown exponentially, data center operators who formerly focused exclusively on quality-of-service metrics have sought ways to reduce costs associated with energy consumption. Typically, the focus has been on increasing the energy efficiency of the facility and hardware. In this paper, we explore a different possibility: shifting load among a geographically dispersed set of data centers to arbitrage energy prices. Several other papers have explored this idea [1]–[3]; our critical contribution is including the marginal external damages of electricity generation as a detailed cost component of the minimization. We construct an hourly time series over an entire year that includes marginal prices in eight dispersed electricity markets, marginal damage estimates for those regions, and simulated web traffic. A comparison of four different load-balancing strategies in an optimization model shows that marginal damages are a significant component of overall electricity costs and that a strategy that includes these external costs results in meaningfully different load allocations. A utilitarian, total-cost minimization strategy performs well, with only relatively small sacrifices required from the purely capitalist or purely green perspectives to reach a solution that achieves large gains in both avoided private costs and avoided marginal damages.
Methods

We first create a baseline load-serving strategy in which a simulated traffic load is spread evenly across eight data centers distributed around the US in a Content Distribution Network (CDN). We then compare this baseline against load-serving strategies as determined by a cost-minimizing optimization model solvable using linear programming. In general terms, the problem is to minimize cost of energy by choosing from which data centers to serve requests, within data center capacity constraints. We analyze three cost strategies by including different cost components in the optimization’s objective function. In the capitalistic strategy, routing decisions are made solely based on electricity price, minimizing private costs. In the green strategy, routing decisions are made to minimize the marginal damages of electricity generation, focusing on external costs. Finally, in the utilitarian strategy, the CDN routes traffic based on lowest total energy costs (private plus external) in what might be termed an “economically efficient” plan.
This model requires combination of three hourly time series: marginal private costs, marginal damages, and data center loads. Private costs come from locational marginal prices (LMPs) from the hour-ahead or real-time markets in restructured areas of the US electric system. Marginal damages come from the damage functions estimated by Siler-Evans, et al. [4], which include health, climate, and other damages associated with carbon dioxide (CO2), nitrous oxides (NOx), sulfer dioxide (SO2), and particulate matter (PM2.5) resulting from generation of the electricity used to power the data center. Importantly, LMPs and marginal damages are not highly correlated in most regions, leading us to expect that the different strategies will yield different load-shifting paradigms.

Traffic data come from a set of request traces from a major CDN provider,
 which we used to simulate a year’s worth of data center load. We convert the traffic load (i.e., in MB/h) to energy consumption using a conversion factor from the recent literature [5].
Results

The preliminary model results indicate a relatively large savings potential, as a percentage of baseline energy costs, in both private and external costs from load shifting, though—as expected—the three different strategies result in somewhat different routing decisions (Figure 1 & Table 1, below). Under the assumptions in our model,
 the capitalistic strategy results in a savings of nearly 40% on our data center operator’s electricity bill vs. the baseline, while the green strategy results in avoiding 60% of the external damages incurred under the baseline strategy. The utilitarian strategy, which weights electricity price dollars and external damage dollars equally, presents a compelling compromise, achieving 80% of the maximum possible private savings and 90% of the maximum possible avoided external damages.
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Table 1: Scenario results, showing percentage savings compared to baseline. (Negative numbers indicate cost increase.)
	
	Cost component

	Strategy
	Private
	External
	Total

	Capitalistic
	38%
	-1%
	20%

	Green
	-3%
	61%
	27%

	Utilitarian
	31%
	56%
	43%


Conclusions

External costs of electricity generation are of the same order of magnitude as private costs, and the results from our model show that externality pricing or “green” prioritization would have a large impact on data center electricity consumption costs and routing decisions.
Our model relies on several assumptions: we assume that unconstrained bandwidth is available and that shifting traffic load does not appreciably impact the quality of service delivery (and thus revenue). These assumptions may be reasonable for particular types of service delivery, but we are refining our optimization model to add these factors as additional cost components or constraints.  An additional assumption is that existing data centers are highly underutilized and thus have the headroom to accommodate such load shifting, a fact that has been well-documented [6]–[8]. However, virtualization and other best-practices may increase utilization rates in the future, so we will analyse the sensitivity of our results to server utilization rates and other relevant data center metrics such as Power Usage Effectiveness (PUE).
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Figure � SEQ Figure \* ARABIC �1�: Hourly load provisioning over one year among eight dispersed data centers under capitalistic and green cost-minimization strategies.
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� In particular, the results are sensitive to the individual data center capacities.





